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      Oliver Priest BSc, MSc
CCIE #18773
07967-012261
oliver@oliverpriest.com
http://www.oliverpriest.com
Specialist Skills
· Expertise in low latency trading network design and campus trading floor network design.

· Expertise in exchange connectivity and market data network design.
· Expertise in Application Delivery Controllers.
· Enterprise Architecture – TOGAF 9 Certified Practitioner #49970.
Platform Hardware and Software Experience (Covers modern and legacy platforms below for completeness) 
Expertise in Cisco Routers including the configuration and troubleshooting networks incorporating Cisco 800, 1600, 1700, 1800, 2500, 2600, 2800, 2900, 3600, 3700, 3800, 3900, ASR1000/1001-X/1002-HX, 7200, 7300, 7500 and 8500 series. NCS 5501 and Catalyst 8500-12X.
Expertise in Cisco Layer2/3 switches incorporating the 1900, 2950, 2960, 3550, 3560, 3560E, 3750, 3750E, 4500, 4900M, 4948, 4948-10GE, 5000/5500 (catOS), 6500/7600 series (hybrid and native IOS). Catalyst 9300-48U-A.
Exposure to Cisco Nexus 9500, 9300, 7010/7018 and 5500,5010/5020 data centre switching platforms including the 2148T/2248TP GE series fabric extenders.
Strong exposure to Cisco Nexus platforms (9504,9508,93240YC,93180YC, 93108TC,9332C,9336C and 9348GC-FXP) running in both ACI and NXOS mode.
Exposure to Cisco 3390/3395 NAC appliance Manager, Cisco 3350/3355 NAC Server, 3350 NAC Profiler and Cisco 3310 NAC Guest Server.

Exposure to Cisco 5508/5520 Wireless LAN Controllers, Cisco 3350 Mobility Service Engine and Cisco 1142 Lightweight Wireless Access Points. Exposure to 3802 wireless access points.
Expertise in Cisco security devices including the 501, 505, 515, 525 and 535 series firewalls, ASA 5500 series security appliances, the 3000 series VPN concentrators and the 4200 series IDS.
Excellent knowledge of Cisco Secure ACS, TACACS+ and RADIUS.
Good working knowledge of F5 load balancers (6400, 6900, VIPRION 2400 and 4480 series) and Cisco ACE Load Balancers.

Good working knowledge of Juniper SRX100, 210, 220, 240, 340, 650, 1400, 1500 and 5400/5800 series firewalls and EX4200/4300 and EX2200-C switches.
Good working knowledge of Fortigate firewalls (1800F,3400E and 4200F) and Fortimanager.
Good working knowledge of Juniper MX 960,480, MX240, MX104 plus MX5 through to MX80 variants. 
Good working knowledge of Blade Network Technologies 8124, Arista 7124-SX and Arista 7150S and Cisco 3548 low latency switches.
Good working knowledge of Arista 7504 and 7048A data centre switches. Good working knowledge of Arista 7280R2-48C6-SF, 7280CR3-36S-F, 7050CX3-32S-F, 7050SSX3-96YC8-F, 7170-32CD-F-P, 7060SX2-48YC8-F, 7050SX3-48YC8-F switches.
Exposure to Cisco ONS 15454 optical network multi service provisioning platform, Ciena 4200 RS used for DWDM networking and Adva optical network devices.

Good basic knowledge of ESXi hypervisors.

Good basic knowledge of Cisco DNCM.

Good Exposure to Netscout NGenius One, Infinistreams 9A00 platforms and Netscout 5120 packet flow switches.

Basic exposure to Orolia SecureSync PTPv2/NTP timing infrastructure.
Professional Services
· Network consultation including network design and architecture.
· Large scale network deployment including project and programme management.
Technical Certification history
Cisco Certified Network Associate (CCNA)
                     


January 2001       
Cisco Certified Network Professional (CCNP)




October 2001

Cisco Certified Design Associate (CCDA)




October 2001

Cisco Certified Design Professional (CCDP)




November 2001
Cisco Security Specialist 1 (CSS1)





May 2002

Sun Certified Systems Administrator (SCSA)




October 2002

Sun Certified Network Administrator (SCNA)




January 2003

Juniper Networks Certified Internet Associate (JNCIA-M)



April 2003

Cisco Certified Internetwork Expert (CCIE) written exam



September 2006
Recertified CCNA, CCDA and CCDP                             



Nov 2004/Oct 2006

Recertified CCNP                  





October 2006
Cisco Certified Internetwork Professional (CCIP)



November 2006

Cisco Certified Security Professional (CCSP)




December 2006

Cisco Information Security Specialist (CQS)




December 2006
Cisco Certified Internetwork Expert R & S (CCIE)



September 2007
Cisco Certified Voice Professional (CCVP)




March 2008

Cisco Certified Internetwork Expert Security (CCIE) written exam 


May 2008

F5 Local Traffic Manager (LTM) Product Consultant



June 2009

F5 Local Traffic Manager (LTM) System Engineer



June 2009

F5 Global Traffic Manager (GTM) Product Consultant



July 2009

F5 Global Traffic Manager (GTM) System Engineer



July 2009

Cisco Certified Design Expert Security (CCDE) written exam 


September 2009

Juniper Networks Certified Internet Associate (JNCIA-JunOS)


January 2011

Juniper Networks Certified Internet Specialist (JNCIS-ENT)


February 2011

Juniper Networks Certified Internet Specialist (JNCIS-SEC)


May 2011

Juniper Networks Certified Internet Professional (JNCIP-SEC)


July 2011

Juniper Networks Certified Internet Professional (JNCIP-ENT)


August 2011
Juniper Networks Certified Internet Specialist (JNCIS-SP)


April 2012
Juniper Networks Certified Internet Professional (JNCIP-SP)


June 2012

F5 Networks Certified BIG-IP Administrator (F5-CA)



June 2013

VMware Certified Associate Data Center Virtualization (VCA-DCV)


November 2013

F5 Networks Certified Technology Specialist LTM (F5-CTS-LTM)


October 2014

Juniper Networks Certified Internet Professional (JNCIP-DC)


September 2017

Juniper Networks Certified Internet Specialist (JNCIP-QF)


March 2018

Juniper Networks Certified Internet Associate (JNCIA-Cloud)


January 2019

Juniper Networks Certified Design Associate (JNCDA)



January 2019
Juniper Networks Certified Internet Associate (JNCIA-DevOps)


February 2019

Juniper Networks Certified Internet Associate (JNCIA-SEC)


June 2019

Non Technical Certification history
The Open Group Architecture Framework Practitioner (TOGAF 9)


January 2012

Information Technology Infrastructure Library Foundation Certificate (ITIL)

February 2012
Projects in Controlled Environments Foundation Certificate (PRINCE2)

March 2012
Projects in Controlled Environments Practitioner Certificate (PRINCE2)

October 2012
Managing Successful Programmes Foundation Certificate (MSP)


December 2012

Managing Successful Programmes Practitioner Certificate (MSP)


April 2013
Government IT Security Accreditation

INFOSEC Certified Professional




May 2002
US Government CNSS 4011 Training Standard for security
December 2006

US Government CNSS 4013A Training Standard for security
December 2006
Professional Associations

Professional Member of the Association of Open Group Enterprise Architects since January 2012

Career Progression
Network Consultant

Highpoint (Working at London Stock Exchange Group), October 2019 – Present
· I presently work for Highpoint assigned full time to the London Stock Exchange Group where I am the principal network engineer responsible for leading the design and deployment of new data centre infrastructure at THN2 and the subsequent network migration strategy of all critical systems within the core and market facing networks. The role covers engagement with VARs, network vendors, data centre staff and telcos to ensure the deployment and subsequent migration is successful in all aspects.
· The roles covers a large amount of technical low level design documentation writing as well as authoring test and migration documents and network diagrams to support the design process as well as fully implementing the complete network and handing over to operations teams.
· Worked with DC team to ensure physical datacentre rack layouts, copper and fibre containment and panels meet the long-term requirements of the network team.
· Work with all infrastructure teams and business units within LSEG to design and deploy overall technical solutions to meet business requirements.
· Strong focus on the design and deployment of spine and leaf-based DC network fabrics based on all network vendors (Cisco/Arista etc)
· Designed and implemented LSEGs core switch infrastructure, management switch block and console server network.
· Designed and implemented LSEGs new ISP/DMZ infrastructure which supports all LSEGs inbound and outbound web traffic including DDOS solutions.
· Designed and implemented LSEGs third party infrastructure used to connect both wired (WAN/LAN) and IPSec based services.
· Designed and deloyed LSEGs cloud network fabric handoff points to numerous cloud-based providers.
· Designed and implemented the firms F5 application delivery controller solutions running LTM and DNS services through the corporate and market networks.
· Worked with Infosec teams to deploy IDS/IPS solutions to protect the firms critical network infrastructure.
· Deployed the DC data hall WiFi infrastructure and migrated the firms WLCs.
· Designed and deployed packet capture solutions in the form of packet capture, extended storage devices, broker switches and inline taps to capture the firms network traffic flows.
· Exposure to VMware NSX-V and NSX-T deployments with a good knowledge of software defined datacentres.
· In the process of migrating the DCs WAN circuits away from the old DC to the new DC.
· Completed high level network design of LSEGs new low latency capital markets infrastructure.
· Supervised a team of 13 network engineers as network technical lead for 6 months to ensure that the firm’s capital markets, CMC and hosting network deployments were planned and executed correctly at the request of senior LSEG management during a period of intense change at the firm.
· Worked with programme managers and project managers to ensure network plans were technically sound and resourced correctly.
· Acted as figurehead with technical authority for the whole of the THN2 network deployment.
Next Generation Campus Networks Global Technical Lead

UBS, January 2016 – October 2019
· I was the global technical lead for UBS Next Generation Campus Network (NGCN) programme, which covers the deployment of the banks campus infrastructure globally and will be responsible for the technical strategy to migrate over 600 network locations throughout 2018 and 2019. The scale of the work is unprecedented in terms of scale and budget.
· Responsible for merging investment banking, wealth management, asset management and corporate centre business units on to a single unified campus network infrastructure globally.
· I directly supervised a technical global team of around 30 network staff spread over 4 different regions throughout the bank. 
· Other key responsibilities included the review and supervision of third party value added resellers (VARs) and cabling contractors, supporting/training/leading assigned network engineers in campus network deployment best practice, validation and costing of network solution bill of materials (BoM), reviewing vendor RFPs and professional services agreements and maintaining programme level technical blueprints used to facilitate network transformation throughout the bank.
· When I first arrived at UBS I headed up the network deployment of 5, Broadgate London HQ campus network near Liverpool Street Station, which caters for over 6000 UBS office staff. Over 840 network devices were deployed onsite making it the flagship campus site for the bank globally.
· I headed up the network deployment of Lincoln Harbor, New Jersey HQ campus, which caters for over 4000 UBS office staff along with 1285, Avenue Of The Americas New York campus location which caters for another 4000 UBS office staff.
· Worked on the UBS Wealth Management US Regional Branch Office rollout. This programme of work will see the complete replacement of the banks 300 wealth management branches in 2017 which is a another huge and complicated piece of network engineering.
· My role covered technical oversight of the design and deployment of network infrastructure to support production network services including Juniper MX routers, EX switches and SRX firewalls, Aruba wireless LAN controllers, access points and NAC servers covering all banking business units as well as facilities networks.
· I helped to drive the design and deployment of the Next Generation BT ITS trading turret system for the bank to ensure the solution is deployed to the same specification globally throughout the bank.
Technical Architect

Thomson Reuters, October 2014 – January 2016
· I worked for the network architecture team in the Transactions Platform Group at Thomson Reuters.
· I worked on the migration of Reuters Electronic Trading Platform from UK2 to LD4 data centre. 
· The project involved designing and deploying network infrastructure used to handle global connectivity to the service. Further exposure to F5 VIPRION load balancers (running LTM and AFM) as well as Cisco Nexus 9500, 9300 and 6000 series data centre switches.
· Good experience of Palo Alto 5000 series data centre firewalls and Panorama management system.

· Design and deployment of critical network infrastructure used to support all Thomson Reuters FX transactions environments throughout the globe.

Network Specialist

Instinet, November 2013 – September 2014
· I worked as a member of the Network Engineering team for Instinet on their low latency trading Co-Location network. The network spans multiple countries and connects various European financial exchanges.

· My work involved overhauling and redesigning the network as well as deploying new Cisco 3548 Nexus switches and Arista 7150S-52 switches across 9 trading venues to support the new NXT Gateway and NXT Book trading platforms.
· Deployment of Juniper MX5 routers to support the international MPLS network.
· The role had a strong focus on order execution performance, market data reception optimisation, timing and synchronisation.
· Project management to support the above technical activities.
Technical Architect
Thomson Reuters, July 2012 – November 2013
· I worked in the Finance & Risk network architecture team where I was responsible for designing network solutions for Thomson Reuters Matching and Dealing platforms. The systems are utilised by every major financial institution on the globe.

· The projects involved the design and deployment of Arista 7500 and 7048T-A switches as well as F5 VIPRION 2400 series load balancers.
· Training and mentoring of 1st and 2nd line support staff.
· Consultation in the design of low latency trading FX networks and their associated components.
· Helped to develop the architecture vision and roadmap for Matching and Dealing.
Network Architect
Nomura, November 2009 – July 2012
· Designed and implemented Nomura’s new head office campus at 1 Angel Lane, London in the role of technical lead. The network design supports over 5000 corporate users including over 1200 traders. Extensive network design covering traditional routing and switching, multicast, wireless networking, NAC, data centre networking and guest networking services.

· Designed the largest IP Turret deployment in the world based upon the BT ITS node and Netrix Turret solution.
· Responsible for running Nomura’s low latency co-location network infrastructure. This connects Nomura’s prop trading teams and clients to the Nomura low latency network and allows them to trade with exchanges as close as possible to the exchange matching engines within each exchanges physical premises.
· Working on market data/exchange network designs and connectivity to their new data centres. This involves liaising with various exchanges or financial service providers and designing network solutions that allow Nomura internal trading systems to disseminate market data information and trade using the various exchanges.
· Working on future architecture roadmaps to align Nomura’s business objectives with its IT delivery.
Senior Network Operations Specialist (First two months)

Network Design Engineer (January 2008 onwards)
London Stock Exchange, November 2007 – November 2009
I worked for 2 years at the London Stock Exchange which controls one of the worlds most important financial networks offering trading and information services to global financial organisations.

Duties included:

· Extensive network architecture design and implementation responsibilities for various critical network environments throughout the LSE.

· Within 2 months of starting work at the LSE I had moved into the network projects team where I am involved in network design and implementation. This involves working on various networking projects designed to allow the LSE network to scale into the 21st century. Work highlights include massive LAN reengineering project to upgrade and replace the LSE core network including the company’s server farms and third party connectivity solutions. LAN refresh work to replace legacy 6000 series switches with old SUP1A/SUP2’s throughout the estate with 6500 series switches and new SUP720 and fabric enabled 6748 and 6704 line cards.
· Design and implementation of new FIX trading network architecture used by FIX buyers and sellers throughout the world.

· Design and implementation of the LSE’s Network Service Provider network program which allows 3rd parties to act as transit networks for information and trading feeds propagated by the LSE.

· Working on the network implementation for the LSE’s Tradelect and Infolect Release 5 platform. This is the premier trading system used by banks the world over. Extensive multicast used for information feeds based upon PIM sparse mode service channels out to market plus knowledge of bidirectional PIM to internal multicast trading systems. The LSE has one the world’s largest multicast networks used to distribute market data information via thousands of multicast groups.
· Working on new strategic upgrade of SNMP HP Openview ITO based solution for the LSE to provide monitoring and alerting system improvements to network and server infrastructure.

· Exposure to proximity hosting systems network design and implementation. 

· Working on migrating backend systems related the corporate website over to LSE datacenter locations in Milan and Turin, Italy.
· Troubleshooting network problems within the LSE network including performance and application connectivity issues.

· Working with ISP’s to provide client connectivity to the LSE network.

· Working on day to day VOIP/IP Telephony issues including Call Manager administration, Unity Messaging and voice gateways.
· Other projects include LSE VG224 analog voice gateway campus upgrade work and merging the UK office of EuroMTS (An LSE acquisition) into the LSE network at Paternoster Square, London. This involved providing IPT solutions and network solutions to 40 new members of staff as well as configuring and designing the company’s connections to third party information sources such as Reuters and Bloomberg.

Network Consulting Engineer

Cisco Systems, May 2007 – November 2007
I worked at Cisco Systems in the Advanced Services UK Service Provider team where I provided network consultation services to some of the worlds largest Internet Service Providers.

Duties included:

· Designing and vetting customer IP network designs and projects.

· Providing technical expertise and assistance to Cisco’s service provider clients.

· Visiting and assisting in network rollouts, upgrades and advanced troubleshooting where necessary.

· Assisting customers in working towards Cisco’s best practices when deploying network services and components.

· Acting as a subject matter expert on different aspects of Cisco technologies.

· Proactive and reactive IOS software recommendations to customers.
· A strong emphasis on MPLS/IP networking including all aspects of QOS, IP services, MP-BGP, multicasting, ISIS, OSPF, EIGRP covering every conceivable Cisco routing and switching platform on the market.
· Assigned to the large scale migration project bringing together Sky Network Services (Used to be known as Easynet) and Sky Television. Complex 2 year project to merge the two networks together.
Network Specialist

Blackrock (Formerly Merrill Lynch Investment Managers), December 2006 – May 2007.
I worked as a network specialist for Blackrock where I help to design, implement and troubleshoot computer network related issues for the EMEA region.

Duties included:

· Designing scalable network solutions for the organisations diverse geographic locations.
· Designed and implemented a campus design for a large office at 45 King William Street London to support data and voice for over 350 users. This included a Greenfield IP Telephony installation and migration.

· Helped to implement an access switch migration at 33 King William St Campus affecting over 1000 users over 10 floors. The switch platforms were upgraded from 5500 to 3750 stacks in preparation to support IP telephony at the desktop.

· Designed and implemented Greenfield regional office network site in Eindhoven, Netherlands including the roll out and testing of IP phones.

· Designed regional office connectivity at Stockholm, Sweden for remote office users.
· Implementing advanced QOS designs throughout the network.

· Troubleshooting advanced networking issues throughout the network.

· Liaising with other IT departments to troubleshoot application performance.

· Documenting the network designs where appropriate.
· Installing and troubleshooting IP phone installation, configuration.

· Configuring ISDN PRI circuits for PSTN connectivity.

· Performing SRST configuration and SRST failover testing.
Network Support Engineer

Deutsche Bank, August 2006 – December 2006.

Working in the EMEA network operations centre I help to monitor and troubleshoot Deutsche Bank’s EMEA IP network including bank’s global backbone which connects the bank's national sites.

Duties included:
· Troubleshooting and configuring OSPF and BGP convergence and redistribution issues.

· Troubleshooting QOS issues across the network.

· Troubleshooting every type of Cisco device including 6500 series switches running in both hybrid and native mode, 5500 series switches running Cisco Cat OS, Cisco’s new stackable 3750 switches, 4500 series. Exposure to 3550, 2900, and 2950 midrange/low end switches. Exposure  all major high end routers including 7500, 7300, 7200 series as well as all varieties of Cisco mid range and entry level router including Cisco 2800, 2600XM, 1800 series routers. 
· Troubleshooting high speed circuit issues involving OC3/OC12 links running over fibre.
· Troubleshooting T1/T3/E1/E3 and other point to point circuits.

· Technical reviewing of network topology diagrams and documentation using MS Visio.

· Exposure to advanced network management and monitoring tools including Ciscoworks 2000, BMC patrol, Smarts, Remedy problem management software, Lucent QIP/ VitalSuite.
· Troubleshooting Ethernet/Fast Ethernet/Gigabit Ethernet duplex and speed problems throughout the network. 
· Troubleshooting switch trunking, Etherchannel and spanning tree problems throughout the network.
Network Engineer
EBS/EDS, November 2004 – August 2006.
Working in a network operations centre I helped to monitor and troubleshoot a global IP/DECnet network for EBS, which runs the world’s largest currency/precious metals trading platform trading over $145 billion daily.
Duties include:

· Monitoring a global IP/DECnet network connecting every major investment bank in the world.
· Implementing a medium term network project helping to role out the EBS Brokernet application to over 1000 investment banks thereby replacing the legacy EBS Spot application previously used by all major investment banks. 

· Troubleshooting and configuring ISIS convergence and redistribution issues running on a global network spanning every continent.
· Installation, configuration and troubleshooting of Cisco 6500 series multilayer switches running supervisor 720/MSFC 3 in native mode.

· Configuration and troubleshooting Cisco 7500 and 7200 routers including hardware installation and swap out of kit (VIP’s, RSP, NPE, IO cards etc) within the core and distribution layer of the network.
· Configuration and troubleshooting of Cisco 4500 series switches within the distribution layer of the network.

· Installation, configuration and troubleshooting Cisco 2500/2600 routers and Cisco 2950 switches at the access layer of the network.

· Exposure to MPLS and BGP peering agreements and configuration of CE routers peering with BT and MCI large scale MPLS clouds.

· Working with all major investment bank clients to connect financial back office systems. This involves inter bank network troubleshooting and resolution of NAT problems.
· Bank LAN redesign work including introduction of HSRP, Etherchannel and RSTP into bank sites.
· Troubleshooting Ethernet/Fast Ethernet/Gigabit Ethernet duplex and speed problems throughout the global network.

· Troubleshooting managed datacenter infrastructure using new Cisco 3750 stackable switches.

· The direction of field engineers to resolve network problems in the field.

· Upgrading Cisco IOS software using FTP and TFTP servers.

· Configuration of Cisco Secure ACS/TACACS+/RADIUS servers.

· Performing network device adds, moves and changes and other network prototype/project work.

· Communication with the various PTT technicians to resolve problems with leased line circuits/frame relay circuits/ISDN circuits.
· Troubleshooting physical cabling/patching issues throughout the network.

· Troubleshooting problems with legacy repeaters and CSU/DSU’s. 

· Troubleshooting E3/T3/E1/T1 (including other fractional services) trunking/multiplexer issues with PTT’s

· Troubleshooting connection and traffic shaping/oversubscription problems with frame relay circuits.

· Troubleshooting ISDN backup services at the access layer.

· Troubleshooting legacy FDDI ring issues within the core of the network.

· Exposure to SNMP software such as BMC Patrol and BMC Visualise to monitor and troubleshoot the existing network topology.

· Exposure to Tru64 OS, Solaris 8/9/10, Linux RedHat 8 and Windows 2000 professional/Server OS used in the day to day running of network operations.

· Configuring VAX/VMS and Alpha/VMS servers to run bespoke banking applications.
· Troubleshooting network issues with VAX hardware and VMS software.

· Configuration and monitoring of terminal servers providing asynchronous dial backup to critical servers and core network devices.
· Proactively monitoring network circuits for errors, CRC’s and other signs of circuit degradation. 

· Participation in DR procedures and tests.
Network Analyst

Ladbrokes Racing Limited, February 2001 – October 2004
To provide technical support, systems and network maintenance to 2000 remote network locations connected via ISDN to a central head office site. The role involves reporting, logging and providing solutions to software, LAN and WAN telecommunications problems.
Duties included:

· Providing network engineering support for a national network with 2000 remote retail locations connected via ISDN.

· Providing network engineering support for frame-relay and leased line circuits to regional offices throughout the UK.

· Communicating faults to BT and the other PTT’s and working with their respective engineers to resolve all circuit issues.

· Configuring and troubleshooting the core network devices running the OSPF and BGP protocols.
· Configuration and troubleshooting of core switch fabric consisting of legacy catOS Cisco 5500 and modern multilayer 6500 multilayer switches within the core of the network.

· Configuration of Cisco 3600 routers used within the distribution layer of the network.

· Configuration of Cisco 800 routers with ISDN interfaces at the retail locations.

· Configuration of Bay networks hubs and switches at the access layer.

· Configuration of Cisco 2500 series routers at regional offices.

· Monitoring and troubleshooting problems with Ladbrokes bespoke POS applications running atop of Windows 2000 OS.
· Advanced configuration of Windows 2000 professional clients and Windows 2000 server at remote retail locations.

· Troubleshooting and configuring ISDN connections to and from remote sites.

· Troubleshooting frame relay connections to regional offices.
· Configuration of SQL server 7/2000 databases used as backend systems for Ladbrokes POS systems.

· Exposure to Unicenter TNG remote desktop software used for remote troubleshooting.
Education
MSc Data communications, Networks and Distributed Systems, University College London. September 2003 – September 2004.
My master’s degree specialises in advanced data communications, network engineering and programming 
The first half of the degree covered taught modules by world experts in the following fields:
· Network Systems

· Network Performance

· Distributed Systems and Security 

· Network Applications and Programming

· Multimedia Systems

· Mobile and Adaptive Systems

· Professional Practice 
I received the Anvil Software™ scholarship for academic promise from University College London which is awarded to the most promising student in the class.
BSc Joint Honours Computer Communications with Business Information Systems, Middlesex University, London. September 2000 – July 2003.
My bachelor’s degree focuses on Networking, Operating Systems and Business Information Systems. Each year of study was broken down into 6 modules:
Year 1. Network Communications, Programming Foundations, Core Skills, Computer Communications, C/ Micro-computing, Introduction to Management. 

Year 2. Data communications, Mobile Communications, Network Engineering, Network Installation and Programming, Ethical, Legal And Professional Issues In Computing, Business Information Systems. 

Year 3. Multimedia Systems and Advanced Network Engineering, Information Systems and Strategic Management, Project Preparation Module, Computer Networks, Decision Support Systems, Computer Communications Project.

Graduated with 1st class Honours (Top 5%)

I have received a double scholarship for academic excellence from Middlesex University during my studies. 

GNVQ Advanced Business, Stanmore College, Stanmore, Middlesex. September 1995 – June 1997.

Pass with Merit

Whitmore High School, South Harrow, Middlesex. September 1995 – June 1997.

Passed 8 GCSE’s
Additional Professional Activities
Currently keeping up to date with new network designs and technologies.
Personal and additional information
Marital Status: Married 
Nationality: English 
Young, dynamic, skilled professional who works well in both solo and team working environments. I am a non-smoker and I hold a full clean driving license.
References
Available on request
